
0

NONEQUILIBRIUM PHASE TRANSITIONS 1
Final Report - . '

by
Paul H. Lindenmeyer

JULY 1988

U. S. Army Research Office

DAAG 29-84-C-0022

Boeing Electronics
P.O. Box 24969

Seattle, WA

98124---6269 4.-

,4.

Approved for Public Release r
Distribution Unlimited D TEC

AUG 1 11988

D905-10123-1

I- - -cYA



UNCLASSIFIED MASTER COPY -FOR REPRODUCTION PURPOSES..
SECURITY CLASSIFICATION OF THIS PAGE

REPORT DOCUMENTATION PAGE
is. REPORT SECURITY CLASSIFICATION lb. RESTRICTIVE MARKINGS

Ulnrlci fi P.
4

_ _ _ _ _ _ _ _ _ _ __ _ _ _ _ _ _ _ _ _ _ _

2a. SECURITY CLASSIFICATION AUTHORITY 3. DISTRIBUTION/I AVAILABILITY OF REPORT

2b. DECLASSIFICATION IDOWNGRADING SCHEDULE Approved for public release;
distribution unlimited.

4. PERFORMING ORGANIZATION REPORT NUMBER(S) S. MONITORING ORGANIZATION REPORT NUMBER(S)

_______________________ ___________ARO 21402.1-MS

6a. NAME OF PERFORMING ORGANIZATION 6b. OFFICE SYMBOL 7&. NAME OF MONITORING ORGANIZATION

Boeing Aerospace Co. (if applica ble) U .Am eerhOfc

6c. ADDRESS (City, State. and ZIP COde) 7b. ADDRESS (City, State, and ZIP Code)

P.O. Box 24969 P. 0. Box 12211
Seattle, WA 98124-6269 Research Triangle Park, INC 27709-22111

Ba. NAME OF FUNDINGI/SPONSORING 8~b. OFFICE SYMBOL 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER *J
ORGANIZATION (If applicable)
11. S. Army Research Office DAAC29-84-C-0022

Sc. ADDRESS (City, State. and ZIP Code) 10. SOURCE OF FUNDING NUMBERS%

P. 0. Box 12211 PROGRAM PROJECT ITASK jWORK UNIT
Research Triangle Park, NC 27709-2211 ELEMENT NO. No. INO. ACCESSION NO-

11. TITLE (include Secunrty Clasificati on)

Nonequilibrium Phase Transitions

12 PERSON AUiliLndner

13a. TYPE OE,.REPQ)IT 13b. TIME COVERED 14. DATE OF REPORT (Year, Month, Day) S.PAGE COUNT
Lina. FROM 10/1/84 TO_9/30/8j Jnly 1988 F66

16. SUPPLEMENTARY NOTATION The view, opinions and/or findings contained in this report are those '

of the auth r(s)and sh uld not ,be~os d as a ficial DTgartment of the Army position,

17 COSATI COD ES 18. SUBJECT TERMS (Continue, on reverse it necessary and identfy by bNock number)
-FIELD __GROUP __SUB-GROUP Nonequilibrium, Phase Transitions, Polymeric Materials,

Polymer Solidification, Thermodynamic Systems,
Pci~mnr~Pb~pTr.ricitinn N

19 ABSTRACT (Continue on rever'se if necessary and identify by block number)

A novel approach to a nonlinear nonequilibriur thermodynamics has
been developed which predicts that the morphological structure and
consequently the physical properties of polymeric materials might
be controlled by dynamically fluctuating the external thermodynamic
and/or pseudo-thermodynamic variables; measuring the response of
the system to such fluctuations; and using this information to
control the time evolution of the thermodynamic system.

This report deals with the further development of the theoretical _
approach and with attempts to verify the basic concepts involved.

22a NAME OF RESPONSIBLE INDIVIDUAL 22b TELEPHONE (include Area Code) 22c OFFICE SYMBOL

DO FURM 1473, &.4MAR 83 APR edition may be used until exchausted SECURITY CLASSIFICATION OF THIS PAGE
All other editions are obsolete UNCLASSIFIED

or,
'111 , V



Abstract

An experimentally based nonlinear thermodynamics is proposed in which time and distance
are introduced in a novel way as experimentally measured quantities rather than assumed
balance equations. A time scale is introduced experimentally as the period of one or more
dynamically fluctuating environmental parameters. A distance scale is introduced
experimentally as the distance between measuring sensors. Dynamic power is applied
during the solidification phase transition as a means of independently controlling the elastic
properties and the dissipative properties. 0

The elastic properties of solid materials are determined by the state variables (i.e.,
temperature, pressure and composition). The inelastic or dissipative properties are
determined by the integral over time and space of the rate variables (i.e., the gradients and
time rate of change of the state variables). Independent control of both the average state
variables and the average rate variables by the application of controlled dynamic power 0
should be possible. In other words one could use this means to independently control both
the elastic properties (e.g., moduli, hardness, etc.) and the dissipative properties (e.g.,
toughness, damping, etc,), Since the elastic properties determine the force required to
deform a material and the dissipative properties determine how much deformation can
occur before catastrophic failure, the ultimate strength and deformation depend upon both.
Independent control of the state and the rate variables during solidification should permit an 0
optimum balance of properties seldem achieved without such control. N

The theoretical development suggests replacing the concept of entropy with the concept of
an excess energy. The excess energy of a nonequilibrium system - defined mathematially
as the total Legendre transform of energy with respect to an independent set of extensive ,
properties - plays the same role in nonequilibrium thermodynamics as do the free energy
functions (i.e., partial Legendre transforms) in equilibrium thermodynamics. The partial
Legendre transforms are functions of the (average) thermodynamic parameters whereas the
total Legendre transform or excess energy is a functional or integral over both time and
space of the gradients and the time rate of change of the thermodynamic and pseudo-
thermodynamic parameters. We note that at equilibrium there is no significant fluctuation ,

about the average value of a thermodynamic parameter in either time or space so that the '
excess energy vanishes.

There exists an abundance of information that is qualitatively in agreement with the basic
concepts expressed in this theoretical approach. However, there are as yet no quantitative I For..- "
data since the concept of an excess energy is still generally unknown in the field. .1

- - - - ---- %.
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Forward

Polymeric materials are already important in the construction of equipment used by the
Army. Such materials are almost certain to continue to play an increasingly important role
as it becomes possible to substitute lighter weight, corrosion resistant polymer and polymer
composite materials for more and more applications that presently require metals.

Theoretical calculations of the ultimate properties potentially available to polymer materials e

greatly exceed those which have been obtained in practice. Only in a few exceptional cases
has the ultimate strength and modulus approached to within even an order of magnitude of
the theoretical values. These exceptional cases serve to verify the correctness of the
theoretical estimates and clearly indicate that substantial improvement in polymer properties
is at least theoretically possible. How to achieve these theoretical possibilities in practice
represents an important challenge.

We suggest that the principal difficulty lies in our lack of understanding of the basic 0
thermodynamics of polymer solidification as well as other phase transitions. The time and
distance scales applicable to phase transitions in polymer molecules are 3 to 6 orders of
magnitude larger than those applicable to metals, ceramics and other common materials.
Thus, transitions in these materials occur very far from an equilibrium based upon the more
usual time and distance scales.

We have developed a novel approach to a nonlinear nonequilibrium thermodynamics which
predicts that the morphological structure and consequently the physical properties of
polymeric materials might be controlled by dynamically fluctuating the external •
thermodynamic and/or pseudo-thermodynamic variables; measuring the response of the
system to such fluctuations; and using this information to control the time evolution of the %

thermodynamic system.
, 0 N

This report deals with the further development of the theoretical approach and with attempts S

to verify the basic concepts involved.

D
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Statement of Problem

The strength and modulus of polymeric materials falls far short of theoretical estimates of "p

their ultimate potential. Realization of even a modest fraction of this potential would
substantially increase the use of these materials and enhance the performance of the Army's
mission.

The solidification process and other phase transitions in polymeric materials differs
markedly from similar transitions in other materials. This difference is attributed to the fact

that these transitions occur very far from the state of equilibrium as it is usually defined.
Present theories of thermodynamics are based upon equilibrium where one can assume a
linear or first order thermodynamics. Under these conditions the state of the system at any
point in time is completely determined by its composition and the environmental conditions
at that time. In other words, according to these theories, the state of the system at any point
in time must be independent of the path or history of the way the system approached that
state. 0

Even with the more usual metallic or ceramic materials such equilibrium thermodynamic
theories are inadequate to completely describe materials properties. However, the behavior
of these materials is usually "close enough" to equilibrium so that their properties differ 0

form equilibrium properties by amounts that can easily be related to equilibrium properties.
Carrying out the transition slower and slower causes these properties to approach the
equilibrium properties along a single path that is experimentally possible to determine.

In contrast with this, the solidification of polymeric materials occurs so far from .
equilibrium that the approach to equilibrium may occur along multiple paths. Consequently,
a theoretical description of such processes requires a nonlinear thermodynamics in which
the state of the system is dependent upon the path by which it approaches that state.

That the properties of polymeric materials are dependent upon the history of their .
processing conditions is well known to every polymer technologist. What is not generally
realized is that linear thermodynamic theory along with simple kinetics does not form an
adequate basis for even qualitative reasoning. Experimental correlation of structure -

processing - property relationships can only produce generalities because there exist no 0

means of quantitatively determining which of several multiple paths the system may be
following.

What is required is a new approach to a theory which introduces time and space into
thermodynamics in a manner that is experimentally measurable. Such an approach should
permit the development of a nonlinear thermodynamics which combines the usual

D905-10123-1
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thermodynamics with kinetics and is truly dynamic. We believe we have discovered at least

the basis for such a thermodynamics. This report covers both its theoretical development
and attempts to experimentally confirm its basic concepts.

Summary of Results
0

We have developed an approach to an experimentally based nonlinear thermodynamics in

which the time scale is introduced experimentally by dynamically fluctuating one or more

environmental variables with a controlled frequency. The distance scale is introduced

experimentally by the distance between measuring devices. Dynamic power is applied

during solidification by fluctuating one or more thermodynamic variables (e.g.,

temperature, pressure, etc.) or pseudo-thermodynamic variables (e.g., stress, electrical
fields, etc.). Modern microprocessor control of the amplitude and frequency of these

fluctuations makes it possible to control independently both the average environmental
parameter and its rate of change with both time and distance. 0

The theoretical development suggests replacing the concept of entropy with the concept of

an excess energy. The excess energy of a system - defined mathematically as the total

Legendre transform of energy with respect to an independent set of extensive properties -

plays the same role in non equilibrium thermodynamics as the free energy functions (i.e.,
partial Legendre transforms) do in equilibrium thermodynamics. The partial Legendre

transforms are functions of the (average) thermodynamic parameters whereas the total
Legendre transform or excess energy is a functional or integral over time and space of the
gradients and time rate of change of the thermodynamic and pseudo-thermodynamic "

parameters. At an equilibrium state there is no significant fluctuation about the average
values of a thermodynamic parameter in either time or space so that the excess energy

vanishes. !

The elastic properties of solid materials are determined by the state variables (i.e.,

temperature, pressure and composition). The inelastic or dissipative properties are
determined by the integral over time and space of the rate variables (i.e., the gradients and

time rate of change of the state variables). Independent control of both the average s,,
variables and the average rate variables by the application of controlled dynamic power

should be possible. In other words one could use this means to independently control both

the elastic properties (e.g., moduli, hardness, etc.) and the dissipative properties (e.g.,

toughness, damping, etc,), Since the elastic properties determine the force required to

deform a material and the dissipative properties determine how much deformation can

occur before catastrophic failure, the ultimate strength and deformation depend upon both. 0

Independent control of the state and the rate variables during solidification should permit an
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optimum balance of properties seldem achieved without such rontrol.

There exists an abundance of information that is qualitatively in agreement with the basic
concepts expressed in this theoretical approach. However, there are as yet no quantitative

data. Cyclic fluctuation of temperature and or pressure have been used to empirically
modify physical properties but no one has attempted to use these fluctuations to

quantitatively measure a change in excess energy. (This is not surprising since the concept
of an excess energy is still generally unknown in the field).

In an attempt to provide such quantitative verification, the Dynamic Differential Calorimeter
(DDC), described in the experimental section of this report, was designed and constructed.

Unfortunately, unexpected difficulties encountered in programming the operation of this
instrument so delayed its testing that quantitative verification of this theory is still not

available.

Theoretical Development •

All other approaches to nonequilibrium thermodynamics are based upon the assumption of
local equilibrium in order to preserve the concept of entropy that can only be rigorously

defined at equilibrium. The single except to this is the approach of Lavenda5 which is based 0
upon a macroscopic balance of power and assumes that the concept of entropy is (sec)
not in need of definition or existence of proof'. The second law is then introduced as an

inequality, that is to say the change in entropy in an isolated system, is always positive.
Time and distance are introduced into thermodynamics by means of balance equations
containing both a flow and a source term for non conservative quantities such as entropy. 0

Since entropy change must always be positive this source term is called entropy
production.

The difficulty with the assumption of local equilibrium is not that it isn't valid and thus
useful in many cases, but that there exists no way to determine the limits of its validity and
find the cases where it doesn't apply. In nonequilibrium thermodynamics the problem is
not so much with the concept of entropy as with its time rate of change or entropy
production. Entropy production has the dimensions of power (i.e. force times velocity) and

is given by the sum of the product of all the forces times their conjugate flows or fluxes.

In our earlier work we followed Glansdorff and Prigogine's universal evolution criterion
which requires the system to always evolve in a manner that minimizes the forces and leads
to the well known principle of "minimiun entropy production" Since that time we have

become acquanted with the work of Ziegler 6 who reached what at first appears to be the

D905-10123-1
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opposite conclusion - namely the principle of "maximal rate of entropy production" (sec.).

After considerable effort in attempting to unravel this apparent contradiction and to

determine the difference between entropy production and rate of entropy production, we

have concluded that this is not the source of the apparent contradiction.

The situation is analogous to that which occurs in defining equilibrium. If the energy of a

system is held constant it evolves to a state of maximum entropy. If the entropy is held

constant (never mind how this might be accomplished) the system evolves to a state of
minimum energy. In practice what is required, is to define the appropriate partial .

Legendre transform or free energy function whose mininization provides the optimal

balance between mininizing energy and maximizing entropy.

In the evolution of a system to a steady state one has the possibility of holding the fluxes

constant, in which case the forces take on their minimum value and the system evolves to a

steady state of minimum entropy production a la Prigogine. Alternatively, one can hold the

forces constant in which case the fluxes take on their maximum values and one has a
maximal rate of entropy production a la Ziegler. Both cases are equally correct. In actual
practice one has neither constant forces or constant fluxes and the entropy concept becomes

inadequate to describe a dynamically changing situation. Where both the forces and the

fluxes are allowed to vary one requires an appropriate function, in this case a functional, 0

that maintains the proper balance between forces and fluxes. Just as evolution to
equilibrium is controlled by the minimization of the appropriate free energy function or

partial Legendre transform, we propose to show that evolution to a steady state involves the
minimization of the total Legendre transform or free energy functional of a nonequilibrium

3.4
system. We have called this total Legendre transform the excess energy.

The Mythical State of Equilibrium

Equilibrium represent the only condition under which entropy can be rigiorously defined.

But the state of equilibrium itself has considerably more ambiguity that is generally

recognized. A system at equilibrium is both time independent and homogeneous (or at least

is composed of a limited number of homogeneous phases). However, the definition of both

time independence and honogeneity are relative to the time and distance scales of the

observer 3. Consequently, equilibrium is a mythical state that can only be operationally

defined in terms of the time and distance scales of a particular observer. This is the reason

that equilibrium concepts can be used by both particle physicists and cosmologists whose

time and distance scales can differ by as much as 30 orders of magnitude. •

D905-10123-1
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In all other approaches to a nonequilibrium thermodynamics the assumption is made thatthere exists a region surrounding every point in space that is both large enough so that it

contains sufficient particles to suppress the statistical fluctuations and thus permit one to "

apply thermodynamics, yet at the same time small enough to permit one to neglect any

gradients or spacial fluctuations across this region. -

In any truly dynamic theory one must also make the assumption, although it is almost never ""

stated explicitly, that there exists an interval of time surrounding each point in time that is .

long enough to permit sufficient interaction between the particles to reach their equilibrium ..-

configuration, yet short enough to make any changes in the overall properties of the•"-
system negligible. I

Only when both of these assumptions are valid can one make the assumption of local "
equilibrium and express the thermodynamic properties of the system as continuous "'

f.,

functions of space and time.

55 .,

Tnahteprn ppachakesstooa nonoquesibrium thermodynamicsuthebaumtion isa mhyade that,

possibility of defining the limit of their applicability . At s bone makes only implicit S

assumptions about the existence of regio s large enough to meet one crterion yet small
enough to meet another it becomes impossible to determine when the system no longer

..-

meet these criteria.•.'

In many materials, subjected to sufficiently mild external forces, these assumptions have tha i
been shown to be valid . When teractionetwee the very successful linear nonequilibrium-

thermodynamics. However, we have shown, see appendix A, that for all polymeric e

materials and for many extreme external conditions the assumption of local equilibrium is
not valid, at least not for the time and distance scales that are usually implicitly assumcd. It .

is our contention that the way out of this dilemma is make explicit rather than implicit -
definition of the time and distance scales. The region in space and the interval of time can

be made explicit by making measurements which actually average over both a volume in ?
saedetermined by the distance scale and an interval of time defined by a time scale,.:.

The defnition of explicit time and distance scales has another practical advantage. It senes
to s!:arly and explicitly define the state of equilibrium which can only be defined

operationally for a given set of time and distance scales. A system is at equilibrium for a
given time scale when it does not change by a measurable amount over that interval of time

-.

and for a given distance scale when it is homogeneous over that distance. n i

Averaging over space is esuivalent to an old technique called "coarse grain ng" although n .

-.

D905- 10123-1 i
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one seldom actually carries out any averaging. The question of "coarse graining "time has
apparently never been considered since everyone seems to be looking only for a steady
state or a timt, independent solution. But the measurement of time is several orders of

magnitude more sensitive than the measurement of distance and one can easily carry out the P...

averaging techniques that might be required. By explicitly defining time and distance scales

over which we, the observers, choose to average, we can pin down once and for all the
ambiguity of this mythical state of equilibrium.

Mathematical Development

In order to develop a concept which can adequately .escribe the situation in many S

processes sufficiently far from equilibrium, we begin by expressing the internal energy of

the system as a function, in general a nonlinear function, of a set of independent extensive

variables, xi.

E = E (o(x-()" ;10

We next take the total Legendre transform of this energy.

N

This transformation has the effect of a change of variables from the extensive variables, Xi,.

which all have the dimensions of volume, to the intensive variables which have the

dimensions of stress or specific energy density. It can be shown that this change in 0

variables can always be accomplished unless (1) energy is a linear function of the ai , or

(2) the aE/D0xi do not constitute an independent set of variables.

We next rearrange the right hand side of this equation by including the total internal energy 0

under the summation sign. This requires what amounts to an equipartition of the energy

between each of the i components associated with the cxi extensive variables.

\ ,

D905-10123-1
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This in effect gives us a compound intensive variable,

which is composed of the difference between an integral and a differentially defined
intensive variable or stress.

E/Nx i = Integral stress (space averaged) (5)

E/00 i = Differential stress (time averaged) (6)

The first or integral stress represents a stress averaged over the volume used to define E

and the cxi at some instant of time. The second or differential stress represents a stress

averaged over the interval of time used to define the DE/Dox at some point in space within

the system. By specifying the distance scale used to determine the volume necessary to .

define E and ozi and the time interval over which the DE/acti are taken we have effectively

introduced time and space into our thermodynamics.

We note that if the system is sufficiently homogeneous over the volume determined by the

distance scale and sufficiently independent of time over the interval of time represented by

the time scale, then the compound intensive variables, {i, become negligible small and the

total Legendre transform, 49, vanishes. Since this condition represents the operationally

defined equilibrium for the given time and distance scales, it follows that,

N X.

= = Local displacement from equilibrium (7) .P

That is to say "local" with respect to the volume defined by the distance scale and over the

D 1"2
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time interval defined by the time scale. Integrating this local displacement over the total

volume of the system yields

S= f dV = Global displacement from equilibrium (8)dS

Thus, our excess energy represents the displacement of the total system from the state of,

equilibrium defined by an explicitly assumed time and distance scales.

In order to obtain a more general expression of the change in excess energy of the total

system as a function of time we must differentiate equation (8) with respect to time and
then integrate over some arbitrary period of time to obtain the desired functional

AVvdvdt (9)

Where v is the barycentric velocity of the net motion of mass We suggest that the system

will always evolve in a manner that tends to minimize the change in this displacement from

equilibrium subject only to the requirement that it must always maintain a balance of power
with the environment. That is to say the first law of thermodynamics must always be,..
obeyed at any instant of time. .

The Second Law of Thermodynamics

In the preceding section we pointed out that the (xi must be an independent set. This

precludes the use of entropy as one of the extensive properties since the partial of energy

with respect to entropy, that is to say temperature, is not independent of the pressure and

the chemical potential.

The principle reason for retaining the concept of entropy, in spite of all its short comings, is

in order to enunciate the second law of thermodynamics. Science has held onto this concept

of entropy even though it has required extending the boundaries of a thermodynamic

system to the point where accurate measurements can no longer be made (i.e., to include

the environment or the whole Universe if necessary). We suggest that:

D905-10123-1 . ,.
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"It is the dissipation of energy within the system of interest
- not the increase in entropy in the whole Universe - that
represents the practical embodiment of the second law".

Energy is dissipated whenever energy is flowing into, out of, or through a system as well

as whenever it is transformed from one form to another. The time evolution of a system •
will depend only upon the energy dissipated within the system that is not compensated by
work done or energy flow to or from the environment as required by conditions on the

boundaries of the system. That is to say by the power balance requirement of the first law. -,
In other words it is only the uncompensated dissipation of energy within the system that
determines its evolution.

We now define the dissipation of energy as the change in excess energy or total Legendre
transform which allows us to reformulate the second law of thermodynamics as the
following variational principle:

"Any system, arbitrarily far from equilibrium, whether open, closed
or isolated, will evolve with time in a manner that minimizes its

change in excess energy integrated over any time and any volume"

Mathematically, this requires the minimization of the excess energy functional as given in

equation (9).

Formulation of the second law of thermodynamics as the minimization of a functional has
the added advantage of providing the stability criteria for a nonequilibrium system. The
calculus of variations tell us that in order for the excess energy to be a minimum it is
necessary that its first variation vanish,

= 0
a',

and its second variation be positive or zero a-.

828 0

If the second variation becomes negative

828<0

D905-10123-1
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the system becomes unstable and can bifurcate into two or more subsystems that do not

exchange mass or energy with each other and thus will evolve independently.

The expression of the second law as a variational principle can have a very practical
consequence if one considers nonequilibrium thermodynamics as an experimental science

rather than a theoretical one.

Experimental Nonequilibrium Thermodynamics

In experimental equilibrium thermodynamics one makes static measurements on the surface

of two thermodynamic systems presumed to be at equilibrium. From these measurements

one can calculate the thermodynamic properties of the two systems when they are brought
in contact with each other and allowed time to again reach equilibrium. In practice, one of
these systems, called the environment is presumed to be so much larger than the other so

that any changes in its properties are negligible.

In an exactly analogous manner we suggest that one can develop an experimentally based
nonequilibrium thermodynamics, actually a true thermodynamics, in contrast to the

description in the preceding paragraph which is really thermostatics. In this
.

thermodynamics the properties of the environment are driven to fluctuate about their
average values in either or both time and location in space. The response of the system of
interest to this fluctuation of the environment or boundary conditions can be measured both

as a function of time and location in space. The time and distance scales are explicitly

defined by the frequency of the fluctuation and the distance between the measuring sensors. 0

One can experimentally measure the variation of a functional in much that same way that
one experimentally measures the differential of a function. With a finction one increments

the variables by a sufficient amount to cause a measurable change in the function. In a

functional the variables are integrated between fixed limits. Consequently, it is necessary to

cycle the variables rather than increment them. The excess energy functional, equation (9),
integrated over both time and space. If we cycle the environmental variables over a range

of values in either or both time and space, we can measure the response of the system to
this variation and obtain both a time and a space average.

The difference between these averages is a measure of the displacement of the system from
,he equilibrium operationally defined by the time and distance scales used in taking these

averages. If there is no measurable difference between the space average and the time

average, we must increase the amplitude of the fluctuation (i.e., increase the power) until .

oine detects such a difference. Clearly, this will not occur unless or until one reaches a

V.
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power level where the response is sufficiently nonlinear. A linear response to the
application of dynamic power will produce no difference between the time and the space
averages.

Dynamic Power

Both entropy production and the dissipation of energy have the dimensions of power. In
fact in an isolated system they are essentially identical. Entropy production decreases to
zero as entropy reaches its maximum at equilibrium whereas the dissipation of energy goes
to zero as the excess energy vanishes at equilibrium. In a system that is not isolated the
dissipation of energy always approaches the minimiun value required to satisfy the first law
which requires a balance of power at the boundaries of the system. On the other hand, as
we have already shown, entropy production can approach either a maximum or a minimum i.,

or any value in between, depending upon the nature of the boundary conditions.

Clearly, the time evolution of a nonisolated thermodynamic system is dependent upon
exactly how power is applied to the boundaries of the system, Thus, power is the sine quo
non of nonequilibrium thermodynamics and one must recognize that alternating or
dynamic power can be applied without changing the average value of the usual
thermodynamic parameters.

Experimental

The initial effort on this program was directed toward improving the mechanical properties
of composite materials by the application of dynamic mechanical power. This was 4
considered a reasonable choice since it is the mechanical properties of polymeric materials
that, at least theoretically, offer the greatest potential for improvement. In addition %

commercial apparatus in the form of the hydraulic MTS tester and the Dynastat dynamic %
mechanical spectrometer were available for the application of dynamic stress.

This turned out to be a poor choice for at least two reasons. First, the scope of this program -

was too small to demand the dedicated use of either of these instruments. Second, the
application of sufficient dynamic power to reach the region of nonlinear response required
for this program, brings the system very close to the point of catastrophic failure. Thus, it
proved to be impractical to apply sufficient dynamic power without at the same time having
available the necessary real time analytical equipment and feedback control to prevent !.
catastrophic failure. For these and other reasons it was decided, after the first year and one
half of effort, to abandon dynamic mechanical power and to concentrate on ,
thermodynamics even though the ultimate goal is still to use mechanical fluctuations when

D905-10123-1

sL~~~%%.,.V.%~~~~% a j=*== 1.%. . a- a'



sufficient controls are possible. See, for example, the schematic proposal in Figure 1 of
Appendix B.

Consequently, it was decided to build the world's first Dynamic Differential Calorimeter as
initially conceived by the principal investigator8 . This instrument was designed and
constructed by Dr. H. Weber-Annler of Bionik in Switzerland in conjunction with the
principal investigator. It's design and construction are described in the report by Dr. •
Weber in appendix E.

The Dynamic Differential Calorimeter

The dynamic differential calorimeter (DDC), differs from the usual differential scanning
calorimeter (DSC) in a number of ways. First, the specimen is not limited to a few
milligrams of material as in the DSC. Secondly the thermal gradient across the specimen is
subject to direct control of the experimenter. We note that even in the DSC there must
always be a thermal gradient across the specimen in order to provide the flow of heat
necessary to measure a differential temperature. This is the reason that the sample is
restricted to a few milligrams so that this gradient will be neglible small. The gradient
determines the rate of flow of heat through the specimen and consequently the sensitivity .N

of the measurement. In the DSC, the gradient is determined indirectly by the scanning rate
as the temperature of the environment is changed. In the DDC the gradient is independently
controlled by means of the environmental temperature on either side of the specimen and %
the gradient is directly measured by the difference in temperature across the specimen. %

Using the difference between the average environmental temperature and the average
sample temperature one can operate the DDC in exactly the same manner as the DSC with
the advantage of having independent control of the sensitivity by means of both the sample
size and the gradient across it.

However, the most important difference between the DDC and the DSC is the provision for
reversing the temperature gradient imposed on the specimen with a controlled frequency
without changing the average environmental temperature. This makes it possible to hold
the space averaged environmental temperature constant and to measure the specimen
temperature averaged over the period of the reversing frequency. The difference between
the space averaged temperature and the time averaged temperature of the specimen is a
measure of the change in the deviation of the system from equilibrium measured by an
explicitly defined time and distance scale. The time scale is the period of the reversing
frequency and the distance scale is the thickness of the specimen.

Unfortunately, a series of experimental difficiulties and the unexpected difficulty in
programing the microprocessor delayed the obtaining of more than a single preliminary
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experimental run. The software written for the DDC is detailed in Appendix F.

References

1. Lindenmeyer, P.H., "The Fundamental Basis for Fiber Formation and Structure",
Textile Res. J., 50, 395-406, (1980)
2. Glansdorff, P. and Prigogine, I., "Thermodynamics of Structure, Stability and
Fluctuations," Wiley-Intenscience, N.Y. (1971)
3. Lindenmeyer, P.H., "The Inhomogeneous Structure of Glass," Polymer Eng. & Sci.

21, 958-964, (1981)
4. Lindenmeyer, P.H., " Reply to ' Are Dissipative Structures Formed in the Fiber
Formation Process?'," Textile Res. J., 54, 131-133, (1984)
5. Lavenda, B.H., "Thermodynamics of Irreversible Processes," Wiley, N.Y. (1978)
6. Ziegler, H., "An Introduction to Thermomechanics," North Holland, Amsterdam,
(1983)
7. Kreuzer, H.J., "Nonequilibrium Thermodynamics and its Statistical Foundations,"
Oxford Univ. Press. Oxford, (1981)
8. Lindenmeyer, P.H. and Paul, G., "Nonequilibrium Thermodynamics and Modem
Dynamic Thermal Analysis Techniques", in 5th International Symposium on Analytical

Calorimetry, Volume 5, Plenium Press (1984)

'a%

D 0

D905-10123-



K7 X7Vil 7 Vy.A. X .WO AA

POLYMERIC PHASE TRANSITIONS
UNDER EQUILIBRIUM CONDITIONS

or
(The myth of the infinite polymer chain)

by
Paul H. Lindenmeyer

Equilibrium thermodynamics has long provided the theoretical basis for understanding the
behavior of polymer molecules in solution and to a lessor extent also in melts. However, the
wide variety I polymer morphologies observable in crystallizable polymer solids have made
strict thermodynamic explanations almost completely untenable. Nevertheless, the tacit
assumption is still generally made that the transition to the solid state follows a single path
from liquid to equilibrium solid and that progress along this path is interrupted and frozen at
various "metastable" equilibrium states by the kinetics of solidification. If this were indeed
the case then it should be possible to arrange all the observed polymer morphologies on a
straight line with the random frozen liquid or glassy polymer at one end and the perfect
equilibrium extended chain crystal at the other. After having spent many years attempting to
do just that, I have been forced to the conclusion that this is not possible. The solidification
process can follow a number of possible paths from liquid to solid. This by itself will not be
surprising to most investigators. What may be surprising is the conclusion that equilibrium
crystallization or even a "quasi-static" process is not one of the possible paths that polymer Ail
solidification may take.

Experimentally, it is well known that the solidification of polymeric materials cannot be
observed to occur reversibly in the time frame of ordinary laboratory operations. For example,
Flory and Chiang' crystallized a polyethylene fraction for over 3 weeks at 131.3 0C, only to..,

find that the last crystalline portion to melt required heating to 137.70C, which is still
significantly below the theoretical melting point of an infinite chain, (i.e.,1450 C). This
effect is usually attributed to the kinetics of nucleation, and kinetic models have been .1'

proposed that fit the observed data (e.g.,Hoffman et.al2 .). However, kinetic models are not
unique 3 , and alternate assumptions concerning the nature of the fold surface
(e.g.,Mandelkern et. a14 .) also can be made to fit the kinetic data. Thus, is unlikely that
kinetics by itself can either resolve the nature of the fold surface or provide a satisfactory
theoretical reason why solidification is always observed as an irreversible process so far from
equilibrium.

The purpose of this paper is to provide a theoretical reason why polymeric phase transitions _

always occur by an irreversible process significantly far from equilibrium. Clearly, such
processes will require a nonequilibrium thermodynamics for their complete explanation.
Such theories are still controversial 5 and our own approach to this subject is not yet complete
and will not be described here. What we shall attempt is to provide a clear reason for the
requirement of a nonequilibrium thermodynamics in explaining all kinds of polymeric phase
transitions. As we shall see, this reason not only provides specific information about the
behavior of polymer molecules but also may lead to important advances in nonequilibrium %
thermodynamics in general.

The conformational entropy of a single polymer molecule is a nonlinear function of the number
of segments that are free to assume different conformations. In the language of solid state
physics a polymer molecule may be said to have a very highly degenerate ground state in the
liquid. In order to transform to a solid under equilibrium conditions it must lose this
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conformational entropy at a temperature which makes it the exact equivalent of the loss in
enthalpy (i.e., the latent heat of crystallization). But the conformational entropy of a
polymer molecule undergoing a phase transition is a nonlinear function of the number of
segments that have already undergone the transition, whereas the enthalpy change is a linear
function. Consequently, a polymer molecule cannot undergo a phase transition with zero
change in free energy unless it does so with no change in conformation. This is the
fundamental reason why polymer molecules fold6. Phase transitions in polymers must occur
at temperatures which provide a significant decrease in free energy. Consequently, they are S

not reversible7 .8 regardless of how slowly they may be carried out. To be specific, we shall
discuss only the liquid - solid transition, but the theoretical reasons that we shall use are more
generally applicable.

The fact that conformational entropy is a nonlinear function of chain length has long been
recognized, but its significance with regard to phase transitions has been missed, probably 0
because the remarkable success of linear (i.e., Gibbsian) thermodynamics has blurred the
assumptions upon which this thermodynamics is based. The Gibbs equation is based upon the
assumption that the energy of a system is a linear homogeneous function of size and is
independent of time. But both homogeneity and time independence are relative terms
which depend upon the time and distance scales adopted by a particular observer9. Thus,
whether or not the Gibbs equation is valid depends at least to some extend upon the needs of a
particular observer and the time and distance scales which he has adopted.

If the Gibbs assumptions are valid, (for a particular observers time and distance scales), the
total Legendre transform of energy vanishes. This yields the Gibbs-Duhem equation which
provides a relationship between the extensive variables that makes it possible to solve for
one of them (usually volume or mass) and to use it as a scale factor for expressing the
thermodynamic potentials as densities or specific quantities1° . When energy cannot be assumed
to be a linear homogeneous function of size, the total Legendre transform does not vanish and
consequently there is no Gibbs-Duhem relationship to provide a scale factor. Thus,
expressing the thermodynamic potentials as densities or specific quantities is not theoretically
justifiable. This has not stopped their use since one can simple assume the existence of a
suitable region (the ubiquitous "unit volume" or "unit mass") without ever defining it. Now as
long as such units are not defined their use amounts to an additional assumption that in those
units energy is indeed a linear homogeneous function and independent of time.

However, in the case of a polymer molecule the "unit segment" is a defined unit and it is in the
use of this unit that one encounters difficulties. The free energy change per segment for the
solidification of an infinite chain is frequently expressed as:

AF(o) = AH0 C (Tom - T)/Tm eqn 1

This equation is based upon the assumption that "sufficiently" close to equilibrium, the
entropy zhange upon crystallization is approximately equal to its value at equilibrium. (i.e.,
AS'= AH°JcPm) where TOm is the equilibrium melting point of an infinite chain and AHc is
minus the equilibrium enthalpy of fusion. If we wish to obtain an expression for the free
energy change of a finite molecule with X segments, we must multiply equation (1) by X and
add a term to correct for the increase in entropy of a finite length chain.

X AF(oo) X Hc (Tm -T)'m + kT In X eqn 2
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The additional term may be justified by picturing the infinite chain to be joined at + and -
infinity and evenly divisible by X. Then for each conformation of the infinite chain, there are
exactly X different ways of dividing it into finite molecules of length X. The kT In X term
represents a nonlinear contribution to the conformational entropy of a polymer molecule with
X segments over that of an infinite chain.

There are a number of other factors that can contribute to the nonlinearity of conformational
entropy of polymer chains. For example, if a polymer molecule is in the neighborhood of a
surface that it cannot penetrate, its conformational entropy is decreased and this decrease is
also a nonlinear function of the number of segments. This effect, first pointed out by
Zachmann I 1, has more recently been extensively investigated in a number of other cases that
have become collectively known as the "confined chain" problem 12 .

At this point, most authors make the tacit assumption that linear (i.e., Gibbsian)
thermodynamics is applicable and they divide equation (2) by X to obtain the specific free
energy change or the free energy per segment of a finite chain of length X. .,

AF(X) = HO, (Tm - T)IT'm + (kT In X)/X egn 3

Now the second term can easily be seen to become negligibly small as soon as the length of
the molecule exceeds a few hundred segments. Consequently, the fact that conformational
entropy is a nonlinear function of chain length -- although long recognized -- has generally
been assumed to be of negligible importance because most polymers molecules are long
enough to be considered infinite by equation (3). This is the origin of what I now call the
"myth" of the infinite polymer chain so often used by polymer theorists. V

The division of equation (2) is not justifiable because it cannot be assumed that the nonlinear
conforrnational entropy can be uniformly distributed among all the segments of the molecule.
In other words, the linear thermodynamics of Gibbs is not applicable to a single polymer
molecule, as has been amply demonstrated by Hill13. One must take explicit account of the
fact that the total Legendre transform of energy (which Hill represents as ) does not vanish,
there is no Gibbs-Duhem relationship to provide a scale factor, and the change in the
nonlinear contribution, 60, which we have called excess energy, must be added to the change
in the appropriate free energy function.

Even if one has an extremely long molecule one cannot consider it infinite when it is involved
in a phase transition. Physically, this is easy to see if one recognizes that a polymer molecule,
except under very unusual conditions, cannot undergo a phase transition as a single unit but
must do so one segment at a time. Thus, the time must come when the number of segments
free to assume various conformations is clearly finite. Since the conformational entropy is a
nonlinear function of the number of these segments and enthalpy is a linear function, it
follows that solidification can never occur with a zero change in free energy. Only when the
polymer molecule has a reasonable probability of occupying the same conformation in both
phases can the transition occur with no change in free energy, that is to say under equilibrium
conditions.

Imagine a perfect, extended chain crystal in contact with a solution or melt at the equilibrium ,S
solidification temperature. How long would one expect to wait before a liquid molecule would
happen to assume a completely extended chain conformation? Even assuming a perfect "hole"
in the crystal so that no additional surface energy would be required, the probability is so low
as to be impossible in any reasonable time. Thus, equilibrium (i.e., reversible) transitions 1
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are essentially forbidden to all polymer molecules in the time frame of ordinary laboratory
operations because of the nonlinearity of conformational entropy change with the number of
segments that have undergone the transition.

By assuming that all polymer molecules with more than a few hundred segments may be
treated as infinite, we perpetuate this "myth" of an infinite chain and ignore the necessity of
developing and applying the nonlinear thermodynamics of small systems 13. As long as we
deal only with linear thermodynamics, it is possible to clearly separate kinetics and •
thermodynamics. By this separation, we have reduced thermodynamics to a science that is
properly called "thermostatics" and we have relegated kinetics to a empirical science. .'.

In our first paragraph we concluded that polymer solidification can follow many different
paths. Which path it follows will depend upon the nature of both the external physical and
thermodynamic forces applied to the system. Any theory which attempts to predict these paths 0
must go beyond both equilibrium thermodynamics and linear nonequilibrium thermodynamics
since these theories are path independent. No successful nonlinear thermodynamic theories
have yet been proposed5- We believe that the reason for this lack of success lies with the
concept of entropy.
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THE THERMODYNAMICS OF
FIBER FORMATION%

by
Paul H. Lindenmeyer

This paper is a sequel to a paper presented before the Fiber Society at the

New Orleans meeting and published' in the Textile Research Journal in 1980.
In that paper we described the fiber formation process as a dissipative
process using the Glansdorff and Prigogine' theory of nonequilibrium
thermodynamics. In this paper we propose to reaffirm essentially all the
verbal description of the fiber formation process but to provide a modified
theoretical approach which we have developed in the interim.','

Basic Fiber Formation Process

The fiber formation process is basically a steady state process that occurs
very far from equilibrium or from the "quasi-static processes that can be .
adequately treated with the linear thermodynamic theories that are taught in
school. The situation is not unlike the one that exists in the mechanics of fluid ,
flow beyond the point where turbulence begins. Linear thermodynamics is
directly analogous to what is called potential flow in fluid mechanics. In
effect, a nonlinear thermodynamic theory in which the final state of the •
system is dependent upon the path followed by the system in reaching that
state, is clearly required in order to describe the process of fiber formation.

Glansdorff and Prigogine attempted the development of such a theory but
their effort has met with both limited success and noteriety in many different
fields as well as controversy among other thermodynamists.' Even they
describe their "Universal Evolution Criterion" as the best obtainable rather
than a completly satisfactory theory. We believe that it may very well be the
best obtainable criterion so long as thermodynamists retain the concept of
entropy. We suggest that it is the concept fo entropy that is proving to be ".
inadequate to describe the time evolution of thermodynamic systems so far
from the state of equilibrium.

In our earlier work we followed Glansdorff and Prigogine which requires "
the system to always evolve in a manner that minimizes the forces and leads
to the well known principle of "miniiun entropy production" . Since that
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time we have become acquanted with the work of Ziegler6 who reached what
at first appears to be the opposite conclusion - namely the principle of ,
"(sec.) maximal rate of entropy production". After considerable effort in
attempting to unravel this apparent contradiction and to determine the
difference between entropy production and rate of entropy production, we
have concluded that this is not the source of the apparent contradiction.

The situation is analogous to that which occurs in defining equilibrium. If .4.

the energy of a system is held constant it evolves to a state of maximum
entropy. If the entropy is held constant (never mind how this might be
accomplished) the system evolves to a state of minimum energy. In practice
what is required, is to define the appropriate partial Legendre transform or
free energy function whose mininization provides the optimal balance p

between mininizing energy and maximizing entropy.

In the evolution of a system to a steady state one has the possibility of holding
the fluxes constant, in which case the forces take on their minimum value and
the system evolves to a steady state of minimum entropy production a la
Prigogine. Alternatively, one can hold the forces constant in which case the
fluxes take on their maximum values and one has a maximal rate of entropy ,
production a la Ziegler. Both cases are equally correct. However, in the
general case, where both the forces and the fluxes are allowed to vary one
requires an appropriate function, in this case a functional, that maintains the
proper balance between forces and fluxes. Just as evolution to equilibrium is
controlled by the minimization of the appropriate free energy function or
partial Legendre transform, we propose to show that evolution to a steady
state involves the minimization of the total Legendre transform or free
energy functional of a nonequilibrium system. We have called this total
Legendre transform the excess energy. 3A 0

In fiber spinning, mechanisms exist, in principle, for controlling either the
forces or the fluxes. Usually, spinning is carried out at a fixed spinning rate
in which pump speeds, windup speed and cooling or precipitating fluid flow S

rates are fixed. Under these conditions the fluxes are essentially constant and -.

the forces evolve to some mininum value yielding Prigogine's mininum
entropy production. However, it is possible to install constant tension windup
devices and constant force pumps in which case the evolution is towards
Zeigler's maximal rate of entropy production. In actual practice one has
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neither perfectly constant forces or fluxes and the entropy production
concept becomes an inadequate means of describing the evolution of a
thermodynamic system in general and a fiber spinning process in particular.

The Mythical State of Equilibrium

Equilibrium represents the only condition under which entropy can be
rigiorously defined. But the state of equilibrium itself has considerably more .

ambiguity that is generally recognized. A system at equilibrium is both time
independent and homogeneous (or at least is composed of a limited number
of homogeneous phases). However, the definition of both time independence
and honogeneity are relative to the time and distance scales of the observer3 .
Consequently, equilibrium is a mythical state that can only be operationally
defined in terms of the time and distance scales of a particular observer. This
is the reason that equilibrium concepts can be used by both particle physicists
and cosmologists whose time and distance scales can differ by as much as 30
orders of magnitude.

In all other approaches to a nonequilibrium thermodynamics the assumption
is made that there exists a region surrounding every point in space that is both -

large enough so that it contains sufficient particles to suppress the statistical
fluctuations and thus permit one to apply thermodynamics, yet at the same 4

time small enough to permit one to neglect any gradients or spacial
fluctuations across this region.

In any truly dynamic theory one must also make the assumption, although it
is almost never stated explicitly, that there exists an interval of time
surrounding each point in time that is long enough to permit sufficient
interaction between the particles to reach their equilibriam configuration,
yet short enough to make any changes in the overall properties of the system
negligible.

Only when both of these assuptions are valid can one make the assumption of
local equilibrium and express the thermodynamic properties of the system as
continuous functions of space and time.

The principle weakness of theories based upon local equilibrium is that they
have no possibility of dcfining the limit of their applicability'. As long as one
makes only implicit assumptions about the existence of regions large enough
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to meet one criterion yet small enough to meet another it becomes impossible
to determine when the system no longer meet these criteria.

In many materials, subjected to sufficiently mild external forces, these
assumptions have been shown to be valid7 . When they are, one has the very
successful linear nonequilibrium thermodynamics. However, we have
shown3' 4 that for all polymeric materials and for many extreme external
conditions the assumption of local equilibrium is not valid, at least not for the
time and distance scales that are usually implicitly assumed. It is our
contention that the way out of this dilemma is make explicit rather than
implicit definition of the time and distance scales. The region in space and the
interval of time can be made explicit by making measurements which actually
average over both a volume in space determined by the distance scale and an
interval of time defined by a time scale.

The definition of explicit time and distance scales has another practical
advantage. It serves to clearly and explicitly define the state of equilibrium
which can only be defined operationally for a given set of time and distance
scales. A system is at equilibrium for a given time scale when it does not
change by a measurable amount over that interval of time and for a given
distance scale when it is homogeneous over that distance.

Averaging over space is equivalent to an old technique called "coarse
graining" although one seldem actually carries out any averaging. T'
question of "coarse graining" time has apparently never been considered
since eneryone seems to be looking only for a steady state or a time
independent solution. But the measurement of time is several orders of
magnitude more sensitive than the measurement of distance and one can
easily carry out the averaging techniques that might be required. By
explicitly defining time and distance scales over which we, the observers,
choose to average, we can pin down once and for all the ambiguity of this
mythical state of equilibrium.

Theoretical Development

In order to develop a concept which can adequately describe the situation
encountered in the fiber formation process and in similar processes
sufficiently far from equilibrium, we begin by expressing the internal energy
of the system as a function, in general a nonlinear function, of a set of
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independent extensive variables, ao.

E=( = ) (1)

We next take the total Legendre transform of this energy.

Ng--E- i

This transformation has the effect of a change of variables from the extensive

variables ox ,which all have the dimensions of volume, to the intensive

variables, a E/Doq which have the dimensions of stress or specific energy
density. It can be shown that this change in variables can always be

accomplished unless (1) energy is a strictly linear function of the cxi, or (2)

the WaEI do not constitute an independent set of variables.

We next rearrange the right hand side of this equation by including the total
internal energy under the summation sign. This assumes what amounts to an
equipartition of the energy between each of the ith components associated
with the aiextensive variables.

N(' D N
" _iai (3)

This, in effect ,gives us a compound intensive variable,

i I I

which is composed of the difference between an integral and a differential
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intensive variable or stress.

E/Na i = Integral stress (space averaged) (5) 1

aE/acxi = Differential stress (time averaged) (6)

The first or integral stress represents the stress averaged over the volume
used to define E and the (ci at some instant of time. The second or differential
stress represents the stress averaged over the interval of time used to define
the MaE/ i at some point in space within the system. By specifying the

distance scale used to determine the volume necessary to define E and ai and

the time interval over which the E/a(xi are taken, we have effectively
introduced time and space into our thermodynamics.

We note that if the system is sufficiently homogeneous over the volume
determined by the distance scale and sufficiently independent of time over the
interval of time represented by the time scale, then the compound intensive k

variables, , become negligible small and the total Legendre transform, 6, .&
vanishes. Since this condition represents the operationally defined
equilibrium for the given time and distance scales, it follows that,

N

= Local displacement from equilibrium (7)

That is to say "local" with respect to the volume defined by the distance scale a
and over the time interval defined by the time scale. Integrating this local
displacement over the total volume of the system yields

V0  ,p.S

= E dV Global displacement from equilibrium (8)

Thus, our excess energy represents the displacement of the total system from
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the state of equilibrium defined by explicitly assumed time and distance
scales.

In order to obtain a more general expression of the change in excess energy
of the total system as a function of time we must differentiate equation (8)
with respect to time and then integrate over some arbitrary period of time to
obtain the desired functional. 0

Vo t V. 1
A f dVdt f + dvdt (9) 0

Where 9 is the barycentric velocity of the net motion of mass. We suggest
that the system will always evolve in a manner that tends to minimize this
displacement from equilibrium subject only to the requirement that it must
always maintain a balance of power with the environment. That is to say the 0
first law of thermodynamics must always be obeyed at any instant of time.

The Second Law of Thermodynamics

In the preceding section we pointed out that the cc must be an independent
set. This precludes the use of entropy as one of the extensive properties since
the partial of energy with respect to entropy, that is to say temperature, is not
independent of the pressure and the chemical potential.

The principle reason for retaining the concept of entropy, in spite of all its
short comings, is in order to enunciate the second law of thermodynamics.
Science has held onto this concept even though it has required extending the
boundaries of a thermodynamic system to the point where accurate
measurements can no longer be made ( i.e., to include the environment or Ne
the whole Universe if necessary). We suggest that:

it is the dissipation of energy within the system of interest 0
-- not the increase in entropy in the whole Universe -that
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represents the practical embodiment of the second law.

Energy is dissipated whenever energy is flowing into, out of, or through a
system as well as whenever it is transformed from one form to anothei. The
time evolution of a system will depend only upon the energy dissipated within
the system that is not compensated by work done or energy flow to or form
the environment as required by conditions on the boundaries of the system.
That is to say by the power balance requirement of the first law. In other
words it is only the uncompensated dissipation of energy within the system
that determines its evolution.

We now define the dissipation of energy as the change in excess energy or
total Legendre transform which allows us to reformulate the second law of
thermodynamics as the following variational principle:

"Any system, arbitrarily far from equilibrium, whether
open, closed or isolated, will evolve with time in a
manner that minimizes its change in excess energy
integrated over any time and any volume"

Mathematically, this requires the minimization of the excess energy
functional as given in equation (9).

Formulation of the second law of thermodynamics as the minimization of a
functional has the added advantage of providing the stability criteria for a
nonequilibrium system. The calculus of variations tell us that in order for the
excess energy to be a minimum it is necessary that its first variation vanish,

85=o 

and its second variation be positive or zero

82 > 0

If the second variation becomes negative

58<0

D905-10123-1
30 Appendix B



the system becomes unstable and can bifurcate into two or more subsystems
that do not exchange mass or energy with each other and thus will evolve
independently.

The expression of the second law as a variational principle can have a very
practical consequence if one considers nonequilibrium thermodynamics as
an experimental science rather than a theoretical one.

Experimental Nonequilibrium Thermodynamics

In experimental equilibrium thermodynamics one makes static measurements
on the surface of two thermodynamic systems presumed to be at equilibrium.
From these measurements one can calculate the thermodynamic properties of
the two systems when they are brought in contact with each other and
allowed time to again reach equilibrium. In practice, one of these systems,
called the environment is presumed to be so much larger than the other that
its change in properties are negligible.

In an exactly analogous manner we suggest that one can develop an %
experimentally based nonequilibrium thermodynamics, actually a true
thermodynamics, in contrast to the description in the preceding paragraph
which is really thermostatics. In this thermodynamics the properties of the
environment are driven to fluctuate about their average values in either orJ
both time and location in space. The response of the system of interest to this
fluctuation of the environment or boundary conditions can be measured both
as a function of time and location in space. The time and distance scales are
explicitly defined by the frequency of the fluctuation and the distance .
between the measuring sensors.

One can experimentally measure the variation of a functional in much that
same way that one experimentally measures the differential of a function.
With a function, one increments the variables by a sufficient amount to cause
a measurable change in the function. In a functional the variables are S
integrated between fixed limits. Consequently, it is necessary to cycle the
variables rather than increment them. The excess energy functional, equation
(9), is integrated over both time and space. If we cycle the environmental
variables over a range of values in either or both time and space, we can
measure the response of the system to this variation and obtain both a time
and a space average.
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I0

The difference between these averages is a measure of the change in
displacement of the system from the equilibrium operationally defined by the
time and distance scales used in taking these averages. If there is no
measurable difference between the space average and the time average, we ,

must increase the amplitude of the fluctuation (i.e., increase the power) until
one detects such a difference. Clearly, this will not occur unless or until one
reaches a power level where the response is sufficiently nonlinear. A linear
response to the application of dynamic power will produce no difference
between the time and the space averages.

*.4

Dynamic Power

Both entropy production and the dissipation of energy have the dimensions of
power. In fact in an isolated system entropy production is equivalent to the

..

rate of decrease in excess energy. Entropy production decreases to zero as
entropy reaches its maximum at equilibrium whereas the dissipation of
energy goes to zero as the excess energy vanishes at equilibrium. In a system
that is not isolated the dissipation of energy always approaches the minimiun
value required to satisfy the first law which requires a balance of power at
the boundaries of the system. On the other hand, as we have already shown,
entropy production can approach either a maximum or a minimum or any
value in between, depending upon the nature of the boundary conditions.

Clearly, the time evolution of a nonisolated thermodynamic system is
dependent upon exactly how power is applied to the boundaries of the system,
Thus, power is the sine quo non of nonequilibrium thermodynamics and
one must recognize that alternating or dynamic power can be applied without

changing the average value of the usual thermodynamic parameters.
I-

In order to make this clear let us consider the fiber spinning process as an
example.The tension (i.e., force) on the threadline is intimately related to
the spinning rate (i.e., flux). One cannot change one without changing the
other unless one changes some other variable, for example the cooling rate.
Yet it is well known empirically that this ratio of force to flux will impart
properties to the fiber that limit how the fiber can be further processed
(e.g., drawing, texturizing, etc.). Fiber spinning operators have long ago
empirically established the balance of spinning variables that optimize the
processes they are using in the production of fiber. But these operators have
been restricted in the total number of variables at their command.

,',
"4
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Once it is realized that both tension and spinning rate, like all thermodynamic
or pseudo-thermodynamic parameters, are averages, it becomes possible to
independently control the average tension without changing the average
spinning rate. Thbis is possible by the application of dynamic power which
brings at least two and perhaps more new variables into play. First, the
frequency of the dynamic power which fixes the time scale and second the
amplitude of the fluctuation which determines the dynamic power. Both of
these variables can be subject to adaptive control mechanisms using modem
microprossor technology. The distance scale is not as readily controlled since
it is fixed by the distance between the spinnerette and the tension measured S

device(s).

These principles are illustrated schematically in Figure 1 which consists of a
pair of tension measuring devices and a means of fluctuating the distance
between them. The first of these measures the tension between the oscillating
roller and the constant speed windup device, whereas the second measures the
tension between the roller and the spinnerette. The thread line is the first case
is solid and will respond nearly elastically to changes in tension whereas that
in the second is partially molten and of variable thickness and will have a
quite different response. Time and distance averages can be obtained from
these two sensors and the change in excess energy calculated and fed back in
real time to control both the amplitude (i.e., power) and the frequency
(i.e., time scale).

Summary and Conclusions

We have outlined an approach to a truly dynamic thermodynamics that is
applicable to open, closed or isolated systems regardless of their distance
from equilibrium and have illustrated this approach by the spinning of -
synthetic fibers. However, we suggest that it is applicable not only to any
fiber forming process but also provides the overall physical thermodynamics
which describes how living organisms function. The key to this
thermodynamics lies in understanding how dynamic fluctuations, whether l
generated internally or externally, can effect the time evolution of ..I,-

thermodynamic systems. All higher forms of life have evolved their own
internal circulating systems. It is not by chance that this system is a
fluctuating system that provides the environment of each cell with a
dynamically fluctuating chemical potential. Lower forms of life must make S

due with diurnal or seasonal fluctuations or those of some host organism.

D905-10123-1
33 Appendix B ..-,,

,, .', ' , ,'' ,JI'4-. '. ,..,. -. ". .',,- . ", , ". .... ..... .% 
5

5 5,- . -... -, .-.. - .... .. *5 . . "~\ , ... ,. . ...- ., ..- ,.... .~ . , . .-



When mankind has learned to understand and apply this thermodynamics to
its manufacturing processes we predict that it will be possible to not only -
substantially improve fiber production but also to produce a wide variety of
complex multiphase solid materials that can greatly improve their energy
conversions processes. .
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THE EFFICIENCY OF ENERGY
0

CONVERSION PROCESSES
By

Paul H. Lindenmeyer

All living creatures are able to extract energy from their environment and to use this energy
to produce useful work.The energy conversion processes used are far more efficient than
anything man has yet produced. They are able to accomplish this by means of complex
chemical reactions, only the most basic of which are understood and this understanding is
only partial at best. The difficulty in gaining complete understanding of the chemistry -
involved in these energy conversion processes has prevented their use as a guide in helping
man to improve the efficiency of his own commercial energy conversion processes.

The physical thermodynamic principles by which these processes are accomplished, are
even less well understood since they would appear to violate the second law of
thermodynamics as it is usually formulated. Only by extending the boundaries of what one
calls the thermodynamic system to include enough of the environment (the entire Universe
if necessary) so as to make precise measurements impossible, have Scientists been able to
salvage the concept of entropy and avoid invalidating this law.

The only way that man has found to increase the efficiency of an energy transport or
conversion process using the concept of entropy is to increase both the size of the system
and the intensity of the driving force, (i.e.,the difference between the source and the sink).
This, in spite of the fact that living systems clearly operate very efficiently with only :- '
modest or essentially no difference between source and sink and actually depend upon very INN
small units, the cells, that function nearly independently.

We suggest that it is the concept of entropy that has outlived its usefulness which is S
preventing mankind from understanding and therefore emulating the way nature has
evolved efficient energy conversion processes.

The entropy of a thermodynamic system can only be rigorously defined for an isolated
system at equilibrium. This is a condition that can never be equally rigorously obtained
experimentally. There will always be some temperature fluctuation and hence some heat
flow, at least locally. It is true that textbooks on statistical thermodynamics can clearly
show that fluctuations about the average value due to the inherent atomic and molecular
motion at ordinary temperatures are negligibly small. However, this conclusion is only true
when the system is "large enough" and "close enough" to being at equilibrium. But
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equilibrium itself can only be defined operationally in terms of the time and distance scales
adopted by a particular observer, either implicitly or explicitly. Thus, it is equally true that
if the system is small enough and/or is subjected to sufficiently large changing or
nonuniform boundary conditions, such fluctuations cannot be neglected, but actually
provide the means of driving the system to new and guite different states.

All living systems make use of fluctuations, either those generated by their own internal
circulating system, those provided by some host organism, or simply the diurnal and
seasonal fluctuations of their environment. ,.4.

Subjecting a system to boundary conditions that vary in both time and space can cause
energy and/or mass to flow into or out of the system. According to our formulation of the
second law of thermodynamics 1,2, the system will respond to this flow of mass and energy
in a manner that always minimizes the uncompensated dissipation of energy. As long as the
flow of energy (e.g.,heat) is sufficiently close to being parallel to the net motion of mass
(i.e.,the barycentric velocity) the time evolution of the system can be described by a scalar
potential. That is to say there is only one single state of motion compatible with these
boundary conditions and we have a linear or first order thermodynamics. However when
the direction of the flow of heat and the net motion of mass are not parallel, it becomes "
possible for the system to dissipate energy by the formation of vorticies. The system will
then break up into subsystems which do not exchange mass or energy with each other. -

A subsystem has all the properties of a system except that it has a smaller volume and
consequently dissipates less energy. It can exchange mass or energy with the original
system or with its environment, but not with other subsystems of the same size.
Consequently, the time evolution of a subsystem will proceed independently from all of its
sister subsystems. In effect, the separation of the system into independent subsystems
decreases the dissipation of energy even though the same amount or more mass and energy p..

flows through what was originally the total system. This is true because if the
environmental forces on the original system remain constant, the mass and energy will flow
at a faster rate after this separation into subsystems. On the other hand if the flow of mass -V
and energy remains constant the external force required will decrease. The first case yields
the maximal rate of entropy production as found by Zeigler3 who carried out the variation
of rates at constant forces. The second case is the one treated by Progogine 4 who varied the
forces at constant fluxes and obtained the better know principle of minimum entropy
production. This illustrates the confusion that exists whenever one attempts to use the -.

concept of entropy production in a dynamic situation where entropy itself cannot be
rigorously defined. In the general case both forces and fluxes should be allowed to vary
and the concept of entropy is not capable of describing the result until and unless the

,.
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system approaches close enough to a time independent state where neither the forces or the
fluxes are changing by a significant amount.

Until this occurs, the situation is complicated since the state of the system at any instant of (,
time does not depend solely upon the boundary conditions at that time, but rather it also
depends upon the past history. That is to say it depends upon the way in which the
boundary conditions were changed and the path followed by the evolution of the system
from the time that it could last be described by a scalar potential. The situation is exactly
analogous to hydrodynamic or aerodynamic flow problems. The difference being only one
of scale. Vortex formation in a thermodynamic system is usually on a time and distance
scale that makes its observation very unlikely.

Only when there exists a steady-state that provides a balance between the forces and the
fluxes in a dynamic situation can the concept of entropy be expected to be of some value. In
exactly the same manner it is only at the time independent state of equilibrium that one finds
a balance that both minimizes the energy and maximizes the entropy. A thermodynamics
that is truly dynamic, requires a new concept to replace that of entropy which can only be
rigorously defined for a nonexistant isolated system and is only useful for static or "quasi- 4'

static" situations. We suggest that the dissipation of energy, defined as the change in excess
energy or total Legendre transform of energy, is such a concept1 ,2. The change in excess
energy is expressed as a functional integrated over both volume and time. Thus, the
separation of a thermodynamic system into independent subsystems, reduces the volume
and decreases the change in excess energy or dissipation.

In the usual equilibrium thermodynamics it is the minimization of the appropriate partial
Legendre transform or free energy function that provides the criteria for minimizing energy

and maximizing entropy. We propose that it is the minimization of the total Legendre
transform or excess energy that provides the dynamic balance between the forces and the
fluxes of a nonequilibrium system. '-

It is important to note that increasing the environmental forces on the system serves to
increase both the dissipation of energy and the entropy production up until a maximum
excess energy is reached. When this occurs, the system becomes unstable and separates
into subsystems. This ai-ysdecreases the dissipa-: .i of energy, but it can either increase
or decrease the entropy production, depending upo,, whether the external forces are held
constant or are allowed to decrease.

We are proposing that the change in excess energy, represented by the excess energy
functional, can be experimentally measured. This measurement first requires the explicit -

selection of both the time and distance scales, which in turn determine the volume and
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period of time over which the excess energy functional is evaluated. The distance scale is

experimentally determined by the separation of the measuring devices. The time scale is 0

determined by the period of dynamic fluctuation of one or more environmental variables.

The amplitude of this dynamic fluctuation must be at least enough so that there is a
measurable difference between the measured average over volume and the measured

average over the dynamic period.

The criteria for the onset of instability that causes the system to break up into subsystems is

that the first variation of the excess energy functional vanish and the second variation
become positive. In other words when the excess energy functional reaches a maximum.

This will occur when the gradient of the local deviation from equilibrium,V , is no longer S

parallel to the net mass flow or barycentric velocity. That is to say their cross product does
not vanish when integrated over both the time and the distance scales adopted by a

particular observer.

We emphasize the importance of the fact that the time and distance scales are, at least within

certain limits, under the control of the observer. This is the practical significance of this
approach to nonequilibrium thermodynamics. By controlling the time and distance scales it
becomes possible for the observer to not just measure the time evolution of the system, but

to actually control this evolution anO to drive it either towards a more perfect homogeneous
"equilibrium" state or into the terra incogneta of multiphase "nonequilibrium" systems.
The quotation marks in the previous sentence are there to indicate that these words refer to '--

the conventionally used terminology where the time and distance scales are not defined but
are assumed to be those which "everyone" understands. In other words, the system is at
equilibrium if it doesn't change (during the period of observation) and it is homogeneous
(with respect to the resolution of the observer).

We must again point out that the control indicated in the above paragraph is not simply a

fiction accomplished by changing definitions, although such a change is involved. The
change in the time scale is accomplished by changing the frequency of the applied dynamic .-

force and the amplitude or power of this external force is increased sufficiently to make
possible a measurement of the excess energy using the distance scale determined by the
separation of the measuring sensors. If this measurement of excess energy is accomplished

in real time, this information can be fed back and used to control the amplitude and 0
frequency of the applied power. Consequently, it becomes possible to use this procedure to . .'

either accelerate the systems approach to what is conventionally called equilibrium, to
decelerate this process (i.e.,control it rate), or even reverse it and drive the s 3tem away
from conventional equilibrium. It is this latter possibility that opens the way to the

production of new solid materials having complex multiphase structures. The properties of
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these materials cannot be theoretically predicted with any reasonable accuracy.

However, the potential is truly enormous! What one would be doing in experimentally
following this procedure would be emulating (at least physically) thel way all living '.

organisms produce the complex materials they use to perpetuate their existence and to
maintain the efficiency of their energy conversion processes. Since the physical principle
involved is the minimization of the dissipation of energy, it follows that the solid materials
resulting from the application of this principle will have the primary property of minimizing
the dissipation of energy. By using this approach it will be possible for man to
manufacturer complex materials and to use these materials for energy conversion processes
that minimize the dissipation of energy. We note in closing that a material that minimizes
the dissipation of electrical energy is known as a superconductor.

References

1. P.H. Lindenmeyer, Textile Res J., 54, 131-133 (1984) •

2. P.H. Lindenmeyer, Polymer Eng. & Sci., 21,958-964 (1981)

3. H. Ziegler, "An Introduction to Thermomechanics," North-Holland, Amsterdam, (1983)

4. I. Prigogine, "Thermodynamics of Irreversible Processes," 3ed. Wiley-Interscience,
New York, (1967)

"V
'"d'

D905-10123-1

40 Appendix C



system.

NONEQUILIBRIUM Since a dynamic fluctuation need not change the

THERMODYNAMICS average value of the parameter being fluctuated, '

AND MATERIALS one can independently control the average value
and the time rate of change and thus the gradients

PROCESSING of the thermodynamic and pseudo-themiodynamic
parameters. It well known that the solid state
structure, and consequently the physical

By Paul H. Lindenmeyer properties of many materials, are dramatically
changed by their rate of solidification. However,

We have developed a unique theoretical approach the time that a system can be exposed to a high
to materials processing based upon recent cooling rate is not independent of the change in
developments in nonequilibrium thermodynamics. average temperature. Energy is dissipated whether
This approach involves a reformulation of the it flows into or out of the system. Dissipation has
second law of thermodynamics in which the the dimensions of power and this power can
concept of entropy is replaced by the concept of become very high even when the average value of
an excess energy. The principal advantage of this the environmental parameters are constant or
reformulation is that the change in excess energy changing slowly. If we define the rate of change
can be measured experimentally, in real time, by of excess energy as the dissipation of energy the
the application of dynamic power and the use of second law of thermodynamics can be
moder microprocessor technology, reformulated as the following variational

principle:
The excess energy of a system - defined
mathematically as the total Legendre transform "A thermodynamic system, arbitrarily far from
with respect to an independent set of extensive equilibrium, whether open, closed or isolated,
properties - plays the same role in non- will evolve with time in a manner that minimizes S
equilibrium thermodynamics as do the various the change in excess energy integrated over any
free energy functions (i.e., partial Legendre period of time and any volume".
transforms) in equilibrium thermodynamics. The
partial Legendre transforms are functions of the The practical consequences of formulating the
average thermodynamic parameters whereas the second law in terms of a measurable change in
total Legendre transform or excess energy is a excess energy rather that a change in entropy, is
functional or an integral over the gradients and the that the excess energy can be measured "
time rate of change of the thermodynamic and experimentally and used as a control function to
pseudo-thermodynamic parameters. At an monitor and control the time evolution of a
equilibrium state there is no significant fluctuation thermodynamic system. This provides the basic
about the average values of a thermodynamic principle for automating materials processing
parameter in either time or distance so that the using modem microprocessor technology. •
excess energy vanishes.

The same technology that now guides a missile at
Just as the various free energy functions can only high speeds over very uneven terrain can be
be measured as the change or difference between adopted to control the reaction path over a multi-
two equilibrium states, the excess energy can only dimensional nonequilibrium free energy surface.
to eauirm taes, nthega e erg can ly The concept of excess energy defines thebe measured as an integral over an explicitly nonequilibrium free energy surface and the
defined time and volume. In order to measure a application of dynamic power provides the control
change in excess energy one must cause the of this surface. Location on the surface is given
excess energy to change by a measurable amount. by the average value of the environmental
This means that one must apply a dynamic power parameters while the frequency and amplitude of %
by fluctuating one or more of the environmental fluctuation about these averages controls the
variables by an amount sufficient to cause a height of the surface.
measurable change in the excess energy of the
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I

Glossary of Terms: I?

A : area for heat transfer
O : heat transfer coefficients
CHi : heat capacity of heatinq element i

CWHi: " of heating element coatings
CTi : of hose and/or diffusors
CiA : " of outer walls of channels

CiE : of inner walls of channels
CiS : of the cover sapphires of the sample

C heat capacity current of worfinq fluid in channel i

Dh hydraulic diameter of channels N
A thickness of insulation
Hi heater of channel I or 2

:1 thermal conductivity
MV magnet valve for temperature switch
P dynamic viscosity of work-ino fluid
NU Nussel t number in the channel s
Re Reynolds number- of channel ]-i cw
RC)i : thermal resistance from heater coating to ambient
Rli : " from diffusor i to ambient (incl. hose)
R2i : from outer walls to Iac ket
Ri " from heater i to fluid
Rc " from inner walls upper to lower channel
RiA : from fluid to outer walls

:%

RiE : from fluid to inner walls .

RiS : from fluid to cover sapphires .

RS of sample (thermal waveL!ide see A-82-2)
RTi : fr-om fluid to hose and/or diffusors
RWi :" from heater i to coc.atin.
R // : " of parallel cirrcLait
Ti temperature of heater i
TiFf : 0 ff + LI d at erntr-nce "":
TjFO : c fluid ,t e,It
T i E :c,7 char_: ] rr - 'a I 1 T nketi a u red andcontrol LedI

c. ot r

TWi cf heat or- c,-- i ni
thermal ti T,- const- ant , :t c lori eter

,, : / :,l ,:it .. ot wc rl !-pq 4 1,. .: r, ti-s__ ,::har-r,e-]l :'

V v0 La, me i-I r, i h4] Wr1 t ,- hre] -
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1. Principle of Construction of the DDC:
V

The heart of the dynamic differential calorimeter is a calo-

rimeter proper with two rectangular channels only two milli-

meters hiah. The wall separatinq the upper from the lower

channel is well insulated and carries a ceramic sample holder
with two sapphire covers. The circular sample with 30 mm

diameter and 4 mm thickness can be observed trough two

sapphire windows mounted in a stainless steel frame. These

windows can easily be removed in order to insert or replace

the sample holder carrying the sample.

The sample can be thermally treated by two currents of air,
nitrogen. helium or other suitable qases properly blown into

the calorimeter channels through three di+fusors (see fig. l).
The central diffusor is connected directly to a first heater -

(Hi). the two peripheral diffusors throuqh a flexible hose
made from stainless steel to a second heater (H2). The wall-
temperatures of the two channels can individually be measured
and controlled by a DDC processor and rapid temperature

fluctuations in the upper and lower channels are forced by a
small rotarv motion of the diffusors around the center of the
cal or i meter.

This temperature switch is essential for the Proper operation
of the DDC and has been evaluated from a set of four possible S
solutions (see appendix). The temperature switch (Tswitch) is
operated through a pneumatic system and controlled by the DDC
processor (maanetic valve MV).

Apart from the channel wall temperatures TIE and T2E, the
pr.Ce-,_or measures the two sample temperatures 11S and T2S
on both sides of the sample. These siqnals are evaluated to-
qether with the channel wall temperatures by a dynamic caio-r i ,ret r , t -e-_hr-] CqLuE-'. -'

Whe eI] i t1,m or some other- nob] e a as 3 used . t e hi at t

' car, be col ..ected .Qj.in bv a 1 1/2' inch aas connect] can. 0
r t -c.v -:- I~' t- a fri iet - s 1 o1,U n t ed on ii s-ta i n I e s s ei ±r Cm
(-ee cpi e. n d i F i qure I shows an overview of the mech ana ca
pe.r t ,.- thE .vr-a-c di - ferent i al c &Ior meter.

.

Z
D905-10123-1

45 Appendix E %



0

.
r.

fell. *

re. ..*......... ....



2. Thermal Circuit of the DDC:

The thermal behaviour of the DDC can be represented by
a lumped element thermal circuit as shown in figcure 2.
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Rli : Hose and/or diffusor to ambient
RTi : Fluid to hose and/or diffusor
RiA : Fluid to outer walls
R2i : Outer walls to jacket
RiE : Fluid to inner walls _
Rc : Inner walls upper to lower channel
RiS : Fluid to cover sapphires

RS : Sample (thermal wave guide, see A-82-2)

Temperatures: of ...
S

Ti : Heaters
TWi : Heater coatings
TTi : Hose or Iiffusor of channel 2 or -

TiFO: Fluid at exit
TiFI: Fluid at entrance
TiE : Channel inner wall (measured and controlled)
TiS : Sample outer = cover sapphire inner (measured)

Ci Heat capacity current of fluids
iI/i2: heater power

t7 : thermal ambient conditions - thermal impedance
converter

The heat capacities have been estimated form the geometry and

material properties as follows:

CHi = 200 . /K ,
CWHi = 20 J]/K
CTI = 7C'0 J / K,
CT2 = 200 J /K
CiA = 25 J/K
CiE= 25 /
CiS = 1.5 J/K.

The thermal re=itances have been obtained from the ceoMetry

and theg orA -- values either by estimation, by measurement
or from the literature as follows: (all calculations done for
air as workinq fluid at initial temperature of C oC)

1 "

RWi =-- 5 K / W frocm A (M 0 m1r2 an d
C/' A l = 2t(-) W/n2/K (estimate

for forced convection)

Roi --- + -- 14 W/I. fr-om A = 0.01 m2 and

iA , I- W/m-/K kestimate
for free convection)
and, = .()475 W/m/K S
measured for classc
fibre insulation of
thic1:ness d-4mm

R-. I I ,Lw from A = 0.02 m2
=5C) W/m2/K

D905-10123-1 estimate for +orced.

48 Appendix E



1

RTI = 2.5 KIW From A = 0.02 m2 and

- 'A. W/m2/K (esti-
mate for forced cony.)

R11 = - = 9 1</W from A = 0.02 m2

A cJ. = 10 W/m2/K
(estimate for free con-
vection) and/, measL(red

R'F2 = 1/4*RT1 = '.6 K/W total length four times
lenqth of channel 1

R12 1/4*Rl= 2.3 K/W J
RiA = RiE 0 1 . 77 K/W from A = 0. 0078 m2

A,.C$A calculated from

Re = vDh/;,,* v =13.3 m/s at 2C-:) oC and V I NI/s.

-6
Dh = 0.001 m, . = .4.6*10 m2/s, c-I =.I/Dh*Nu,

Nu = 0.037*Re , = 0.1785 W/m/K, Re = 384, /= 166 W/m2'/K.

R2i =- - 2 K/W from A = C.).78 m2
J A '= 0.002 m

= .13 W/m/IK
(estimated)

Pc = 2*R2i = 4 P/W
1 -4. ,

RiS =- - 8.5 K/W from A = 7.70*1C m2 "%

t,, = 166 W/m2/K a.s
above.

Ch,.nn, el 2 has hiher losses due to the 0.5 m lonq hose. The

calculaetikon for the temperatures will therefore be done for
channel 2. At a poDwer of i2 = 800 Watts. the temperature of
the flUid enterin o the calorimeter proper is found for 0

W= 1.3 w!K. V2 NI/S of air (total air consi.,mf_,tiCn is

7.2 Nm-_/h) s: fol0lows:

R1/. ( RW2 +Rr9 ,-i 2 RT2 R1 2""

T2FI = -------------- =44 C R ------------- ). L? f: W

R// +R2+RW2+RC2 + I+(RT2+R12)" C2

-he teaperOture ct the heatina c erleent. its coatine ',nd the
hose will be as:

T2 = 1181 oC. Tw2 = P37 oC. T2 = :51 oC.

fhe e:'e,.-.si vel v hi oh \/, ue of the heater c,,ati n- te.,r ',r e •
Tw2 will be lowered L- a 1e oi -, air current no,-,t shcwr, in the
circuit of fiaure -.

Th-, t ,[)e .at,_,g- e& .cv] n~ th-, cfl L;r meter F rer wher, c-hl; -,re ] I
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(R2A+R22) -(R2E +Rc RI
RI -------------- 1.752 K/W, T2FOT2 FI*---------=310 oC

(R'2A+F22+R2E+Rc) RI+1 /C2

RI is the internal thermal resistence of channel 2 of the
calorimeter proper when channel 1 is at TO = 0 oC. The mean
temperature of channel 2 will therefore reach T = 377 o C
at i2 = 800) W/K. The large temperature drop of nearly 14C0 OC
results from the low current of fluid V. At a larger fluid
current the temperature drop is reduced accordingly.

When the DDC is operated with helium, C can bee increased
by a factor of four at a power of twice 3(.))(:) W (22C. Volt op-
tion). The temperature drop in the channels will correspon-
dingly be reduced to about 35 oC. Another means of reducing
the temperature drop would be to improve the thermal insu-
lation of the channels.

The jacket Of the calorimeter is cooled by the ambient air.
through thermal radiation, free convection and partly thrOUC-gh k
thermal conductio~n of the Support. Its temperature will rise
to a MaXi mIum when both channels are operating at the maximrUmf
temperature of 400)C oC. This temperature is qiven by:

Ramb
TJmax: = 400C oC*-------------- =200 oC.

Ramb+Ri a+R4-A

Ramb is the thermal resi stance of the jacket to the surrOUn-P%
dincgs and has been estimated to about 2.8 K/W. This elevated
jacket temperature will rise the mean maXimnumr channel tempe- ~
rature to above 400: oC at 800C W.

The time- constant of the heater system (riqht part of fiQgure
2) is of the order of several minutes because Of the 1 at-e
value o4- the heat capacities CHi and CT2. The tire- cocnst;a-nt
of the cralorimeter proper (left part of figure 2) is- MUCh
lower. This time- constant is dependert or, the sami'ple and- is
of the order of 2C secoind!s. At maXiMU mumaplitude 0f the
channel temperatures TIE and T2'-E of about 280 oC. the
amplitude of the sample~ will be diamped byv a~ factor of

1/Fr ± (4/Z, i and is independent of thelrg

time-cconstant of the heaters. This is the resul(t Of the the:r-
mal siwitching- techri que. that decoupleS thecaorimtr
from the hea ters. For 20=*. s and a. frequlency of (..)= C0. rH.
a thermal ampl itude in the sample of about '44 o C can be
reached with air As workinq flujid. With helitim, the tirte-
corsta s can eve-n be reduced by a factor of about itoLir.

Thtier- mna I treatn-rit of s.rrpl Cs jo the L'Df- a-ll1ow s u aeu
op-tical a nd the-rTa] observations of its chancles. [ho- c.Dntro] S
u~ni t dte;-cr ibed bel ow corntrol s me(an temperature-S. eietr
amp] 1tLudes a.rd frequlenc CC 1 nderjenderntl1y. The oper-atil rg nd
test prcdrsare introduced in the -fo(rm o-.f comrpu.ter

pro2r l-s Te *lsr ticnoi those progjramTs "1i I IbeO. i 1
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3. Control of the Dynamic Differential Calorimeter:

The DDC is controlled by an electronic control unit that
consists of a processor and a power interface. The processor
reads the four temperatures TIE, T2E, TIS and T2S, calculates
the mean and differential temperatures and stores them. It
controls both heaters Hi and H2 and the magnet valve MV in
order to establish the thermal treatment of the sample as
wanted during an experiment. All the data and programs can
be transferred between the processor and the personal compu-

ter in both directions. All the experiments can be performed
from the processor (frontend) and data can be stored for one
hour without using the personal computer. Evaluation and
collection of experiments however must be done with the
personal computer. Fioure 3 shows a block circuit of the
whole system. A more detailed description of the control
unit is given below.

For normal operation with air, nitrogen or helium the system

operates at the 11C) Volt mains at 2x800 Watt. For improved
properties a 220 Volt option can be implemented at 2x3000
Watts (four times the power and fluid flow).

0
Fluid out Fuidin ,€1

< DDC-Breadboard Model

0

T2S Tis 2E T 2 H MV

controls
DDC Processor DDC Power-

= Frontend 0
Interface mains 110 V

2 x 800 Watts

220 V

220 V

2 x 3000 Watts

option
File- transfer between p

frontend and PC

F] ,. '- e - E.' . ] (c-:" C i . ].- ui, lz c ' t lt -'. _}
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0

3.1 Description of the DDC Control Unit

The' control-unit for the dynamic differential
calorimeter consists of 6 plugins.

The mainunit UMC-51-O01 is a single-board-
computer, equipped with Intel 's 8052 CPU. MCS-
BASIC-52 is the programming language. The user-
program resides in a EEPROM or UVEPROH. Datas are
stored in a 16 KByte CMOS-Memory with battery-
backup.

The LCD and keyboard unit UKD-51-001 allows stand r
alone operation.

The analog-digital-converter ADC-12-002 has 12
bit resolution and is multiplexed for
multichannel use. Analog-section and digital- 0
section are separated by opto-isolaters. .

The DC-DC-converter- and Pt-100-unit signal
conditions and linearizes the RTD's. The power-.%
isolation by the DC-D-converter provides maximum
noise immunity. 0

The necessary voltages are deliverd by the power %
supply unit SNT-01-O01.

The OPTOUT-24-1 Module allows the separation
between the control unit and the power circuits.

Communications with the hostcomputer occurs via
RS 232 serial port.

The power interface consists of three sections
two for the heaters and one for the magnetic
valve. Zero-voltage-controllers drive the heater-
triacs by variable burst length for minimizing
radio frequency interference. -.'

D905-10123.1
52 Appendix E

' ' d' d . - - --- (U '., .',., - . .,.-. . * ..%, U .- . ,



- : - - 2 .
,

-
,  

. 0. .,.. iJ wi , . ' % ,.. ' . - r,, 2

Dr Brunner P artner AG lngeneuroj: fu' ,nteale Vesslec-rv,.,

.•

3.1 Description of the DDC Control Unit .
• * w

The control-unit for the dynamic differential
calorimeter consists of 6 plugins.

The mainunit UMC-51-001 is a single-board-
computer. equipped with Intel 's 8052 CPU. MCS-
BASIC-52 is the programming language. The user-
program resides in a EEPROM or UVEPROM. Datas are
stored in a 16 KByte CMOS-Memory with battery-
backup.

The LCD and keyboard unit UKD-51-001 allows stand
alone operation.

The analog-digital-converter ADC-12-002 has 12
bit resolution and is multiplexed for
multichannel use. Analog-section and digital-
section are separated by opto-isolaters. %.

The DC-DC-converter- and Pt-lOO-unit signal
conditions and linearizes the RTD 's. The power-
isolation by the DC-DC-converter provides maximum
noise immunity.

The necessary voltages are deliverd by the power .e
supply unit SNT-01-001. I..

The OPTOUT-24-1 Module allows the separation
between the control unit and the power circuits.

Communications with the hostcomputer occurs via
RS 232 serial port.

The power interface consists of three sections
two for the heaters and one for the magnetic
valve. Zero-voltage-controllers drive the heater-
triacs by variable burst length for minimizing
radio frequency interference.

0
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DDC-CONTROL-UNIT p f

Con trol -Unit .,

for the

Dynamic Differential Calorimeter

CONTENTS •

Z

1. Power-Supply-Unit

2. Optocoupler Power Output .•

3. Keyboard & Display

4. Single-Board-Computer rV

5. Analog to Digital Converter 0

6. Pt-lOO-Amplifiers

7. Power Interface 
%.
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DDC-CONTROL-UNIT

1. Power-Supply-Unit

* AC-DC-switching power supply

" input voltage : 230 VAC

-25Z....+15 nominal voltage
45 ..... 440 Hz

* output voltage : 5 VDC /4.0 A
12 VDC /0.2 A

-12 VDC /0.2 A
LED indicators

* regulation : mains : 1 15Z output : 0.1
load :± O output : 0.2%

* efficiency 88%

* switching frequency ca 100 kHz

* mounted on EUROCARD

* equipped with radio frequency interference filter

* AMS-M-BUS-Interface

1*

. VDC.,

44

"Po,,.-,.,," ,,t t).-A,

D905-10123-1
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DDC-CONTROL-UNIT

2. Optocoupler Power Output

* latched 24 channel parallel output

3 port organization
4th port for Individual release of the 3 output-ports
via software
each channel with source-driver

* output stage 0

optocoupler isolation voltage :3000 VDC
medium power transistor (max. ratings): 45VDC/O.5A
overvoltage protection
load between ground and transistor
power separation with additional power-supply

NoN

ouiPU r

8 6A cdc6 E-4(LOAD)

GMD

D905-10123-1
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DDC-CONTROL-UNIT

3. Keyboard & Display

• unit interfaced to system via PPI (8255)

works with SYSLIB -monitorprogram

• keyboard : 21 keys
4 characters/key
(normal-cntrl-shift-cntrl *shift)
ASCII-code

• display :Liquid-Crystal-Display with backlight
2 lines K
24 characters/line F

* loudspeaker :-:V

• power consumption 5.0 VDC 15Z/0.05A

n p

N.

%"V.

D905-10123-1
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DDC-CONTROL-UNIT
,

4. Single-Board-Computer

single board computer with CPU 8052 on EUROCARD
* on-board 4 channel analog to digital converter (not used)
* 24 TTL input/output lines via programmable peripheral
interface (partially used by the display unit)
memory : 16 kByte static RAM (opt. battery backup)

8 kByte EEPROM (user BASIC-program)
8 kByte EPROM (SYSLIB-monitorprogram)
8 kByte ROM (BASIC-interpreter)

* clock and calendar with battery backup
generation of interrupt-signals

* watchdog-circuit and reset-generator
* 3 timer/counter 16 bit max.
* RS 423/V24 interface console or hostcomputer

baudrate up to 19'200 baud,compatible with RS 232C
possibility of AUTOBAUD-search-routine (works with
the spacebar-signal of the host)

* expansion with AMS-M-bus interface
" power requirements: 5 VDC / 0.45 A, t5Z

12 VDC / 0.02 A, f10%
-12 VDC / 0.02 A, ±10%

* ambient temperature O*C t 55°C

IEIEPROM 0

TTL 24 1/0 PPI ,ATEN-BJS IEPROM I

REAL-TIME RAM 0

A RAM I

tANALOG I-

AKU

ito ~~~WATCH-000 ARS-EOE

TTL TIME
R

I/COUNT. w
80S2

PRINTER CONTROL-BUS
) R$232C >

17L -OATEN- BUS OATEN-BUS

SER. -/0

R5232C

RSTS"
SERBUS

D905-10123-1 An
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0

DDC-CONTROL-UNIT

5. Analog to DiRital Converter

* analog to digital converter with operational- and S

sample & hold-amplifier
* 16 channels unipolar
* 8 channels bipolar
* 4 input voltage ranges :t 5 V

*10 V
10 V
20 V

* settable gainfactor with jumpers (lx,10x,100x,1000x)
individual gain with additional resistor

* 12 bit resolution
* 25 I±s conversion time/channel

end-of-conversion signal : status signal
: interrupt signal

• start-of-conversion possible with external triggersignal
• 8 bit or 16 bit output data
* analog ground and digital ground separated

by mean of DC-DC-converters and optocouplers

0C0

At %

AD C 0 o,1e3 -OU.ia L s~epctrA4ioh'

D90S-10123-1
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DDC-CONTROL -UNIT

6. Pt-100-Ampllfiers

* Pt-lOO-moduls: precision RTD-signal-amplifiers for grounded

RTDs (RT-60-C-II) and for floating RTDs (RTM-1O-C-II)
gain- and offset-trimmers for better accuracy

* 4-wire-technique
* temperature-measuring range : -500C to 5000C (Pt-O0)
* output linearized : 10 mV/C
* accuracy : typ. 0.2*C
* power consumption : f15 VDC/O.005A Imodul

* DC-DC-converter: galvanic separation input/outputhigh .. ,

isolation voltage between input and output (3000 VDC)
equipped with low-pass filter to minimise feedback

* MTBF > 350000 hours at 40*C (calculated) 0
* operating temperature range : OC to 70*C
* input voltage : 5 VDC ,5Z
* efficiency : 58Z

* output power : 1 W
* output voltage : f15 VDC / 0.033A (f5Z) . ,.,

'.
SVDS

P . 'l -T HZ P .%

Svvr
3m.-m

G@CAA-C -DC-Cowre

D905-10123-1 '
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DDC-CONTROL-UNIT

7. Power Interface
.0

*heater controlt the power of the heater is controlled by

a triac by variable burst length.The burst length is
calculated by the computer and fed to the electronics via
the optocoupled power output.A bimetallic thermostat
built in the heater-housing protects the heater in case of
failure

* magnetic valve control: the posllpos2 signal is routed

to the magnetic valve triac via the optocoupled power
output.The switching-period is set by the computer.

SS

-.-.

D905-10123-1
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Evaluation of different Concepts for the Construction of the"'-

Tswi tch :

FLnction- to switch from hot to cold in a manner to
disturb the +lows as little as possible.-

The path from the temperature switch to -

the calorimeter channels must be z.s small •
as possible.

Axial temperature gradients as small as
possible. '

Requirements: Solutions:

II 1 IV

Flo)w disturbance U v 9 i

P'ath lenath V s v v '

Axial gradients U U

effort to oet rune. g aR U o9

Sol ut ions :i l'

I Mr. Hess' desion with balancinq system

ID r. 1 ind EnmTyers rotary valv ,yo-

het er

Eval uat ion :"'!

CC

L'111 4C LE'

oa I:- t e I . b(I

.- '
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Control Program for the Dynamic Differential Calorimeter

This temperature control program controls the sum of the two environmental temperatures

by calculating a pulse length for the on-time of the heater, Hi, for each second. The pulse

length is determined by the sum of a proportional, an integral and a differential

contribution. Temperatures are measured as often as the computer speed permits
(approximately four times a second) and the temperatures are fed into a circular buffer in

order to obtain a sufficiently smoothed signal for calculating the derivative contribution. A

circular buffer with five positions was found to provide sufficient smoothing.

In addition to controling the avarage environmental temperature this program also controls

the frequency of alternating the temperature in the upper and lower channels by counting

the number of "one second" pulses. Time between pulses in somewhat greater that one

second so that the true frequency requires calibration.

Finally this program measures the two sample temperatures and prints out all data for each •

pulse. In addition both the environmental and the sample temperatures are averaged over

each half cycle.

A l Proportional contribution to pulse
A2 Integral contribution to pulse
A3 Differntial contribution to pulse
B I Pulse length N
Wl Average Environmental Temperature
TI Temperature in upper channel
T2 Temperature in lower channel
T3 Temperature in upper surface of sample

T4 Temperature in lower surface of sample
20-100 Subroutine to address 12 bit ADC
100-1050 Initilize and set parameters
1050-2000 Start program
2000-3000 Set interupts and turn on and off heater

3000-4000 Measure temperatures
4000-5000 Measure temperatures with heater off

5000-6000 Change set temperature

9000-9999 Shut-down sequence

.'S4
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LI sT
10 F:E *** DDC TEMF'ERATUF:E CONTROL I EEi FF :10,GF Tr 4.C L7 1 1 C
15 F-.EM **-~ CIRCULAI BUFFEIR WITH P I E CONTR'OL .- -

GOTO 1U 0,
4 REM ***SUBF:OUTINE TO ADDRESS 12 EIT ADC *.-.

45 FOP T I
.47 A=7E0OH
50 XBY(A)=TI 0

60 X BY (A+ ) =OH
70 D=128.AND. XEY(A+I, IF 0=125 THEN 6(",

0 TH= v BY 'A+1) AND. 15
90-l... TL=XDYT" (A)
95 WB=TL+256*TH
97 PUSH WE
93 RETURN
.100 REM ***INITIALIZE :
102 C6=5
105 DIM CE(C6) REM -*DEFINE CIRCULAR BUFFER **

1 10 INPUT "ENTER HIGH TEMF'ERATURE TARGET "HI
115 GI 1
2-,. INF T "ENTER NI, ',--P OF I SECD)O D INTER ,,;.LS I N L'E F 'FiEC IE:C'J V

26K'._ IF .1 THEN PRI NT ' N.'(.LID INFIUT V :1 1 " - (- ,.
270 HZ= 5/ F'R i NT F R'E UE Y F!'FC' , NT L T N',' , . T ! 4t H'o

75 F2 = .
T40 F3=- 0
' 70 XEY'(7E'2H) =OOH X''P(7E43H= O) OH I F'E i"  I I TIAL I E EATER
40 FRI NT " F' D UTY CT TI TT r:T 14" .-

44C0 -CS L U F "' 1' : L GET TEMP RF- TU F A , L - ! -.
E:1 C) TI ' L, , 0 : , 1 > INITII 17E T,1-
1 C)5 i-- S~ I I

1  ET-
C) Oi : IF!L- , : ' 1

1. C _ G . . 1 _

6 1 O G--" IF A:' T

2I0 =I. AN'4i. OF[,', XE' (,7E-q::Fi) =].: F'r 'b. -: T iV2::! [-'V-T HI] -: ""
20 yI' O ' DE' (71) =r-1 OT INC, 1: INE i,--1 7 2 ,00 : LI': 'H- :LE]- ]:UiTEIf:'I .. ... .NCU--* ',= ,--' "%
2U5'' RET I ""(,, ,i

260' FE -U ' -' STAF.:T I"...HE' : L'LLE -x.> .*•

260(1 A-GET I F A : I: ' TI-! GOTO 50,0
.26H C4=0 u-
26:): FOR 12=I TO C-
2604 IF CD(12) (C-- TrEN E (12)=C5
2605 C4=C4+CB (I2) N ET 12'
260C)7 W1.=C4/C6
2609) C'--+ (- ,4 -Wi1) . -

2610 Al=(H1-WI) Fl A2=O0F2 tA3=(W1--D)*F3 Di=W1
2 615 F-= I NT ( A I + A72+ A )- '

2613 FRINT USING(###.t), CR A1 ,A2,A7,E:ILI,TI,T ,T AT.
262 f F:=-:+ 1

6.. I r.. V THEN F=I II PF E 4I:Y'Th"-' =] - -
. .... . . , '_U-,El- 2 'Tf--'-'-'

2 _ TIiEI'I i "' I 'L,' ,,
264 IT- G,'' T~+ CF~'H jJ

. ..': F /' T I ''.

D905-10123-1 Appendix F

65
6 s :" "o



3.~~~~~~~f; 4" UH7 OSU,4) P

3.~".l 4 677 5/ W=. W-2 /. 4t 6r r 4. 0. 0, ' W' 2t =. W- 2 4 6" *1 4. C) W W5 tr4!-j4W :=WrJC)

.. 466~~. ,,,. 144 Vj..

%..

-466 W= .; =W2- -4=W44 .-.

-- , L --".

I_ , '-: : T 2= W2 : 3 W3 : T4.
346 S E4il= (W+ 1,2D)/2 4 S=W3+L44/2 -
7469 C 5 = E 4 ,
34-7 =3 IF , THEN3'

7475 CB (17 ) =C5 .'
349; ) I F Z<::= C THEN N=N+i : SI=S!+W+W'2 : S2 S -W6W : OTO . ")c-=:--

3 4 5 MISI N 2 5 M2=$2/-, (N-2) PI F',INT M1 1. I'

3999 R7T UR FJ, REM -.- END SU , 3D(0W ** ..
4000 FREM;:-y-:T.l::.E TEMF'EF,,ATU:ESJ WITH CONTROLS DFF -..
4-f-)~r 1. P J 2 H G0SLE 4;.' : fi'OF- W~ .'

4 C 2 F S I I : GOSUP, -f!-) : F , '-j -..2"

4~~ C.

20 6') P I T -sIll .

-, .. .. - l N' , .T..I.FE F T iP

W- T_ i"I T 1-1 T- "H!.

43.0 PU H 0 OSU 40 PO.
40 PUSH 1 GOSUBl-40[POP 1

C.4) E3 A=(+I0E )i 2 3 S HE-- W T94) /2 "'

G.7 CIP' D

C) 1 . 1 F,,W2 2 NP' T4 7=.

79 ETR R *D N U' 00**

4510 PLUS 0 OSUE: 49F0- 102-

4020~6 PUSHdi 1FOU ( -I

4590 V V FI=' 4/95 ,"lLJ''U- 49* I"WTW /49545"4" /4
4...) , Erl .... A -U / O:l 4- U , LU'4)'- ..../-"

• ._. _ .. .,. .

500 F'F I UFa.A r-ri,,- IF 1' .I-rE-'

5<i 0 i 3 '''E' ' [ ITL .I ' TEM:_ ' OIO Pt TZ OET ''Hi ,

Sm"' ENOSDL /(

9010D-PINT-'012L'ONE
99ApenixEND, q,
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